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Myth & Folklore
Your SGA should always be configured in one shared memory segment to attain
maximum database performance. Configuring the OS parameters to accommodate
the entire SGA in one shared memory segment always results in improved database
performance.

Fact
Many DBAs in a UNIX environment go to great lengths in their efforts to keep the
entire SGA in one shared memory segment in hopes of gaining performance. However,
in most other environments there is no measurable performance degradation even if
the SGA is comprised of multiple shared memory segments. Oracle processes access
various components of your SGA with almost identical memory seek times that cost a
few nanoseconds. We have done performance tests on many flavors of UNIX just to
debunk this myth. The same components of the application were run before and after
the UNIX kernel was modified, and there was absolutely no measurable increase or
decrease in performance. Bottom line, on most UNIX platforms, it really does not
matter if your SGA uses one or more shared memory segments.

Having said that, we do need to caution you about a couple of exceptions.
On some hardware platforms that support non-uniform memory access (NUMA)
configurations across multiple nodes, the communication between the system nodes
occurs via an “interconnect” or a switch. If your SGA is configured as multiple shared
memory segments, there is a possibility that those segments could be created across
multiple nodes, resulting in Oracle having to constantly use the interconnect to
read different parts of your SGA. This can create some performance problems if the
bandwidth of this interconnect is limited, thus creating a communication bottleneck
between the nodes. Also, if you intend to use the Intimate Shared Memory (ISM)
feature in a Sun Solaris environment, configuring SHMMAX so that the entire SGA
is allocated in one shared memory segment is a requirement. ISM will be discussed
later in the chapter.

S
o how much tuning do you need to do at the level of the operating
system (OS)? The OS itself can be considered a resource manager
that coordinates the functions of the processors, disk subsystems, and
memory of various processes or applications on a given system. All
these components interact with one another. The manner in which

each component carries out its functions has effects on the other components.
There are two aspects to tuning at the OS level first, you configure the OS to

ensure that enough resources are available for Oracle database, second, tune
the OS to improve performance of Oracle processes. In a UNIX environment, it
mainly involves adjusting certain OS kernel parameters. In recent years, the Oracle
Installation and Configuration Guide (ICG) has provided good guidelines for setting
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these parameters, but in certain environments some parameters may need further
adjustment. Most OS kernel parameters can be left unchanged to use default values.
We will address the relevant parameters in the following sections.

In a Windows NT environment, there are a few things you can adjust to improve its
performance. Fortunately, there is no kernel rebuilding—just click the right buttons and
off you go. Rebooting may be required after some of the configuration changes. We
have included a section dedicated to Windows NT system configuration to quench
the thirst for OS configuration knowledge of our Windows NT readers.

Tuning the OS: Generic Issues
Your job as a DBA does not stop at configuring and installing databases. Working
with the system administrators to modify OS kernel parameters to support those
databases and monitoring them from the Oracle side of things are integral parts of
your job description. You must also learn a few required commands or tools/utilities
to monitor the performance of OS. This will assist you in determining whether any
OS component requires tuning.

Specifically, you should know how to check memory utilization, CPU
utilization, and any I/O bottlenecks. Most UNIX flavors support sar and vmstat
commands. Those can be used to monitor CPU utilization, I/O rates, and memory
utilization. There are other tools available on most implementations of UNIX to
do the same.

On Sun Solaris you can use Adrian’s Tool for performance management. This
is called the SymbEL (SE) tool set. It was developed by Adrian Cockcroft of Sun
Microsystems and Rich Pettit of Foglight Software. In the world of Solaris performance
monitoring and tuning, Adrian Cockcroft is considered a pioneer and expert. This tool
set is not a Sun Microsystems product, however. On HP, you can use GlancePlus, and
on AIX you can use the System Performance Toolbox (PTX). GlancePlus is also ported
to other UNIX platforms. Further, on almost all flavors of UNIX, you have the option of
using top as well. You can use one or more of these utilities to determine the health of
your system and to determine resource utilization issues.

On Windows NT, you can use the Performance Monitor to get the same
information. You can refer to the chapter “The Method Behind the Madness” to
learn more about these and other commands.

Tuning the OS requires some homework up front. You will need to understand
what parameters are available and how they interact with one another. Adjusting
these parameters will have an impact on the system as a whole, not just your Oracle
database. Besides, there are many flavors of UNIX, each having its own set of peculiarities
and idiosyncrasies. However, the net result is usually the same. Some of these parameters
get their values based on predefined formula and/or values assigned to other related
parameters. Therefore, if you adjust one parameter it can and will affect others.
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Fortunately, in most situations, no changes are needed. We suggest that you
verify the default values and adjust them only when required, according to the
instructions in the Oracle ICG for your OS version. If these parameters are changed,
some versions of UNIX will require a kernel rebuild and rebooting of the server to
take effect. So be friendly with your UNIX system administrator, since you will need
help from him or her to get the job done (we’ve found a steady supply of chocolate
helps). If your OS is Windows NT, you may have fewer things to configure and
modify. The following sections discuss some of the generic issues that relate to
almost all OS flavors.

Configuring Adequate RAM for Your System
We begin this section assuming that you already have configured adequate amount
of processing power on your system. If you are contemplating a CPU upgrade (faster
CPUs), don’t do that until you have read and understood “The CPU Upgrade Myth”
in the paper “Performance Management: Myths & Facts” by Cary Millsap, available
at http://www.hotsos.com/. The source for this paper is a book by Neil Gunther,
The Practical Performance Analyst, published by McGraw-Hill in 1998.

Also, if you are thinking about adding more CPUs and want to do it in a manner
that is more scientific than just pulling a number from thin air, you should study the
paper “The Ratio Modeling Technique” by Craig Shallahamer, et al., available at
http://www.orapub.com/. Needless to say, either effort should not be attempted
unless the CPU is determined to be the actual bottleneck.

The total available memory on your system should be configured in such a
manner that all components of the system have adequate amounts of memory and
they function at optimum levels. Having said that, one of the primary prerequisites
for optimally functioning systems is to have a balanced system in the first place.
Before allocating memory to various system components, you should determine
whether there is enough memory configured on your system. While most hardware
vendors have configuration tools that create balanced systems, it is useful for you to
know some of the basics of optimal memory configuration.

First of all, configuring an insufficient amount of memory on your system is
analogous to buying an eight-cylinder automobile and shutting off some of the
cylinders. Systems configured with multiple CPUs should have the required memory
to support these CPUs. Failure to configure enough memory will result in your system
“not firing on all cylinders.” This is because the kernel has built-in checks and balances
to keep things reasonable.

Here is a war story we want to share with you. We once dealt with a systemwide
performance problem at a customer site on a system with 16 CPUs, but with just
1GB. Apparently the customer ran out of hardware budget. The problem was that CPU
utilization capped out at 12.5 percent and no matter what we did, it did not budge any
higher than that. With 16 CPUs and 1GB of memory, it meant that each processor had

316 Oracle Performance Tuning 101

ORACLE Series / Oracle Performance Tuning 101 / Vaidyanatha & Kostelac Jr. / 3145-4 / Chapter 12
Blind Folio 12:316

P:\010Comp\Oracle8\145-4\ch12.vp
Wednesday, July 11, 2001 4:03:03 PM

Color profile: Generic CMYK printer profile
Composite  Default screen



Chapter 12: Operating System Tuning 317

ORACLE Series / Oracle Performance Tuning 101 / Vaidyanatha & Kostelac Jr. / 3145-4 / Chapter 12
Blind Folio 12:317

a measly 64MB of memory. So, no matter how much they increased the workload,
they could not get the overall CPU utilization to exceed 12.5 percent. When you do
the math, it works out to be 2 CPUs on the 16-CPU system. So for all practical reasons,
a 16-CPU machine was running like a 2-CPU machine.

Recommendations from many hardware vendors and real-life tests performed
in our past experience suggest the need to allocate at least 512MB of memory per
CPU, if the clock speed of the processor is less than 500 MHz. For clock speeds
of 500 MHz (especially in the gigahertz range), you may need to allocate at least
1GB of memory per CPU. Please check with your hardware vendor for specific
recommendations and any benchmark information related to CPU and memory
configuration.

A Reasonable Method to Memory Allocation
Assuming that your system has adequate memory configured, the following table
illustrates a rule-of-thumb breakdown for memory allocation to various components
in a system running as an Oracle database server. Consider this a good starting point.

System Component Percent Memory Allocation

Oracle SGA components (all instances
combined)

~ 50

Operating system and related components ~ 15

User memory components (all instances
combined)

~ 35

The related components of the operating system may include the file system
buffer cache among other structures. The user memory is the memory pool from
which PGA areas for the server processes will be allocated.

Configuring the 50 Percent for Oracle
The following table outlines the rule of thumb for breakdown of the ~50 percent
memory that is allocated to the Oracle SGA. These are good starting numbers.
They may need adjusting according to the nature and access patterns of the
application system.

Oracle SGA Component Percent Memory Allocation

Database buffer cache ~ 80

Shared pool area ~ 12

Fixed area and miscellaneous ~ 1

Redo log buffer ~ 0.1
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The following table is an example that illustrates the aforementioned guidelines.
If the system is configured with 2GB of physical memory and needs to support 100
concurrent user sessions at any given time, with each user session consuming 6MB
of memory, here is how it all fits together.

System Component Allocated Memory (MB)

Oracle SGA components ~ 1024

Operating system and related components ~ 306

User memory ~ 694

In the preceding example, approximately 694MB of memory would be
available for PGA of the Oracle server processes. With 100 concurrent sessions
for this configuration, the average memory consumption for a given PGA cannot
exceed ~7MB. Please note that SORT_AREA_SIZE would be part of this PGA, so
adjust it accordingly.

The following table outlines the memory allocation for the Oracle SGA.

Oracle SGA Component Allocated Memory (MB)

Database buffer cache ~ 800

Shared pool area ~ 128–188

Fixed size and miscellaneous ~ 8

Redo log buffer ~ 1

NOTE
The final configuration after multiple iterations
of tuning efforts may look different than the
guidelines. Keep in mind that these numbers
are a good start and may not be the final answer.
Frequent monitoring of memory usage will
determine the final numbers for the components.

Tuning the File System Buffer Cache
Some operating systems allocate a somewhat large amount of memory to their file
system buffer cache to hold data read from files or to be written to files. This memory
allocation is usually configured by a kernel parameter. You should normally limit this
allocation to 10–15 percent of the total memory. Failure to do so on some flavors of
UNIX can cause significant performance degradation. This degradation can be noticed
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in the form of intense level of paging, process inactivation, and swapping. This is due
to the fact that the default kernel parameter may allocate up to 50 percent of the total
memory for the file system buffer cache.

Tuning the Swap Space on Your System
Almost all operating systems today follow the Virtual Memory model. Additional
areas of disk space supplement the actual physical memory. These areas are called
swap space or paging space. General belief is that this swap area should be two to
four times the installed physical memory in the system. However, if your system
is configured with adequate memory to begin with, and the various components
have been allocated optimal amounts of memory, the need for swap space should
be minimal.

In many implementations, it has been observed that with an optimum memory
configuration, the amount of swap space required is usually equal to the amount of
physical memory. This becomes much more relevant if the SGA is pinned or locked
in the shared memory using the initialization parameters (in some cases, you may
need to adjust OS kernel parameters to support this). Ideally, if all of the server- side
memory components are sized properly, there should be very low levels of paging,
let alone swapping. However, if your system still pages out portions of the SGA,
there is a solution to avoid it. The next section discusses the technique of reducing
paging by locking the SGA.

Locking the Oracle SGA in Memory
On most OS platforms, Oracle supports the LOCK_SGA or MLOCK_SGA initialization
parameters or some variation of it (on Sun Solaris, it is USE_ISM or _USE_ISM). Setting
it to TRUE will keep the SGA in the memory. By setting MLOCK_ SGA or LOCK_SGA,
the probability that the OS will page out one or more parts of the SGA is significantly
reduced. However, it should be noted here that in extreme conditions, when system
memory requirements are very high and the available pool of memory is low, one or
more components of a locked SGA can be swapped. Obviously, this is not a situation
you want your system to get into in the first place. Check to see if this feature is
available for your platform and use it only if you already have done your homework
concerning the memory requirements for your system.

Tuning the UNIX Kernel
The two important UNIX kernel resources that may need tuning to support Oracle
databases and all related user processes are the shared memory segments and
semaphores. Oracle uses shared memory segments and semaphores for interprocess
communication. As the name suggests, shared memory contains data structures that
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are shared by various processes. Some just want to read what is in there, while
others may want to change it. In addition, there could be multiple processes
wanting to access the same exact piece of information. To synchronize such
concurrent processes accessing the shared area, UNIX incorporates semaphores.
The origin of the word semaphore can be traced to the Greek words sema, meaning
mark or sign, and phore, meaning carrying.

So semaphores can be thought of a method to send messages using signs or
signals. These signals can be turned on or off, indicating to other processes whether
a particular resource is available to them. It can also signal when a process should
wait and when it should continue processing. It is analogous to a flagman in the
construction zone on a road, where the traffic in either direction has to use one
common lane.

The flagman controls the open lane (shared resource) and signals who should
stop and who should go. Semaphores are the flagmen (or women) in the UNIX
world that coordinate access to shared resources that need to be accessed in a
mutually exclusive fashion. Oracle uses semaphores to provide mutually exclusive
access to certain structures that it uses in its own kernel and the operating system.

Every Oracle process uses a semaphore because it accesses a shared resource—
namely, the SGA. However, the implementation of this facility is operating system
dependent. Some operating systems support more than one type of semaphore.
However, most UNIX systems use System V semaphores. These are implemented
as a kernel resource using data structures so they can reside in the kernel’s memory.
However, in the case of IBM’s AIX the functionality of mutually exclusive access
is implemented using a pseudo device driver called a post-wait driver, and the
semaphore data structures are not directly controllable.

Depending on the hardware architecture, such implementation may be more
scalable as it inherently reduces the amount of context switching required to
implement this facility among various processes. A context switch is the method
of assigning or deassigning a resource from a process. Context switches occur
when processes require a resource that is held by other processes (such as waiting
for I/O). If Oracle supports a post-wait driver on your OS platform, check your
platform-specific documentation to determine how to configure and use it.

The following table lists the shared memory and semaphores–related kernel
parameters. The values suggested by Oracle in the ICG may not always be
appropriate for your environment. (Support for some Enterprise Resource Planning
[ERP] applications may require higher values.) Some of these may need to be
increased if you support multiple instances on the same server or if other processes
use interprocess communication, shared memory segments, and semaphores.
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Type Parameter Description

Shared
memory

SHMMAX Sets the maximum size, in bytes, of a single shared
memory segment. Oracle first tries to acquire
shared memory segment large enough to fit the
SGA in it. If not, it acquires multiple shared
memory segments to allocate components of the
SGA, however, it must find a contiguous shared
memory segment large enough to fit the largest
shared pool.

SHMMIN Sets the minimum size, in bytes, of one shared
memory segment. Can be ignored.

SHMMNI Sets the systemwide maximum for the number of
shared memory segments. The default is generally
acceptable.

SHMSEG Sets the systemwide maximum for the number of
shared memory segments a process can attach to.

Semaphore SEMMNS Sets the systemwide limit for the maximum number
of semaphores. Configure this to support the
maximum number of processes that will attach to
the SGA of all Oracle instances on the server. If the
database needs to support 1,000 users, Oracle will
need 1,000 semaphores just to support those users,
not to mention the required background processes.
This parameter can be configured to two times the
number of processes on the system to ensure there
are enough semaphores available. Oracle will
obtain semaphores equal to the sum of the number
of processes defined for all instances on the server,
whether those many processes will ever attach to
respective SGA or not.

SEMMNI Sets the systemwide maximum for the number of
semaphore sets. UNIX allocates semaphores in
sets. The number ranges from one to the value set
by the SEMMSL parameter.

SEMMSL Sets the systemwide maximum for the number of
semaphores in a semaphore set.
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In addition to the these kernel parameters, there are a few other ones that affect
how the OS resources are configured. You may need to review and adjust some of
these. The following table lists these other parameters. Please note that the various
UNIX flavors out there may use slightly different names for these parameters, but the
functionality should remain the same. In some flavors of UNIX, changing one can
affect the value of others, as it may use a formula to derive other parameters.

Parameter Description

maxusers Maximum number of user sessions at the OS level. It will affect
other parameters, such as nproc, nfile, and maxuprc. If the
default value is not appropriate, you may have to increase the
value of this parameter. Even if users do not log on to the server
at UNIX level, you may need to increase this parameter to
increase the value of other parameters.

nproc Systemwide maximum for the number of processes that can be
supported by the kernel. These include the user processes and
Oracle background processes. If this number is reached no new
processes can be launched. This parameter should be set higher
than the SEMMNS kernel parameter.

nfile Systemwide maximum for the number of open files that can
be supported by the kernel. This sets the upper limit to the
number of files that are open at the same time. Internally it
sets the number of slots in the file descriptor table. You can be
generous in setting this to a high value, as the memory required
is very minimal.

maxuprc Maximum number of processes per user. This sets the upper limit
to the number of processes a single user can initiate. In most
cases, all Oracle-related processes, background processes, and
shadow processes are initiated by user oracle. If you have a
number of instances with quite a few dedicated user processes,
you may need to adjust the value of this parameter.

Now that we have dealt with some generic UNIX issues, we will now discuss
some OS-specific tuning. Folks, this will be getting into some detailed and serious
tuning efforts. You will learn some neat tricks to impress your system administrators
and fellow DBAs. We will share with you the OS tuning efforts of those systems we
have worked with. We will discuss tuning as it applies to Sun Solaris, IBM AIX,
HP-UX, and Windows NT operating systems. Some of the concepts and ideas
presented here will apply to other operating systems as well. Their implementation
will differ, that’s all. So, if you are ready, let us begin.
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Tuning Solaris
Sun Solaris is probably the most commonly used operating system for servers on the
Internet. At the time of writing, Oracle uses it to develop its database software. Among
all the operating systems we’ve worked on, we like Solaris for its ease of use, its rich
command set, and available tools. Generally all new releases of Oracle software
become available first on the Sun Solaris platform. Newly found bugs and glitches
require patches, and they are incorporated on Solaris first (if applicable). Other
operating systems usually get the patched-up version of the Oracle software, which is
then ported and generally tends to report fewer problems because the main problems
have already been fixed.

On Solaris you should get familiar with the commands vmstat, sar, iostat, swap,
and mpstat. Acquaint yourself with their respective switches and the output they
produce by reading the manual pages. The chapter “The Method Behind the
Madness” discusses vmstat and sar in the section “Identity the Current OS Bottlenecks.”
The command swap will report the current paging activity, and mpstat will report
per-processor statistics. These commands can help you monitor your system
performance and identify OS tuning opportunities. We would like to mention one
additional command, truss, to trace system calls (internal commands of the OS for a
user command). This is a very powerful command to resolve what the OS does when
servicing user-requested commands or operations, such as an I/O request or any of
these commands. We mention this command because it is currently not available with
other operating systems in the same easy-to-use format. Comparable commands may
exist, but as a non-root user, you will be limited to what you can see. As a DBA, you
may need to use this command to figure out a few operations that do not have an easy
explanation for their behavior. In addition, the command sysdef will show you the
current values of all the kernel parameters, and dmesg will allow you to view some
of the hardware characteristics, such as number of CPUs, clock speed, amount of
memory configured, and so on. The following sections elaborate some of the core
configuration and tuning avenues on Solaris.

Asynchronous I/O
Asynchronous I/O, as the name suggests, is the method to perform I/O in an
“unblocked fashion,” so that processes are not waiting for the I/O to complete
(especially relevant for writes). The OS, eventually returns to the application (in our
case, Oracle) an “I/O complete” status or flag on successful completion of, say, a
write operation. The advantage here is that Oracle does not have to wait for the
write to complete on the storage device.

On Solaris, asynchronous I/O is implemented in two ways: using user libraries
(a thread-based approach) or within the kernel. This is true from Solaris 2.3 and above.
On Solaris 2.4 and above, support for the kernel asynchronous I/O (KAIO) directly in
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the kernel was made available. It should be noted here that KAIO on Solaris is
supported only for raw devices and for Veritas Quick I/O files. KAIO is not supported
for normal file systems. However, asynchronous I/O using user libraries (threads)
is supported for file systems. Asynchronous I/O can be enabled by setting the
DISK_ASYNCH_IO Oracle initialization parameter to the value of TRUE. It is normal
practice to use either asynchronous I/O or multiple database writers, implying that
the number of database writer processes should normally be set to 1 while using
asynchronous I/O.

NOTE
You will notice KAIO errors when using
asynchronous I/O on normal file systems, and it
might seem as though asynchronous I/O calls are
failing. But behind the scenes, the API for the user
libraries will allocate and use a pool of threads
to perform the I/O in an asynchronous fashion
anyway. A failed KAIO call signals a condition
variable which is checked by one of the threads,
which then executes the I/O system call to perform
asynchronous I/O. This at best may be termed
a “mock asynchronous I/O” for normal file systems.
According to sources at Sun Microsystems, this is
a feature, not a bug, as it potentially eliminates a
system call when the device does support KAIO.
However, we still believe that the implementation
has room for improvement.

Locking the SGA in Memory
It sounds kind of cute, but intimate sharable memory (ISM) is one of the most effective
techniques that Solaris uses to optimize the effectiveness and usage of shared memory
segments. This technique allows for sharing the page table on the system by multiple
processes, thus creating an intimate shared memory environment. One of the effects
of ISM is that it effectively locks the shared memory pages in the physical memory to
prevent them from paging out. However, it is a somewhat more involved process than
just locking SGA in memory. Although it is not necessary to go into the details behind
ISM, it is useful to note here that locking the Oracle SGA in memory can achieve
performance gains on heavily loaded systems. The paging algorithm is indirectly
slowed down by ISM because fewer pages need to be managed on a regular basis,
making the paging daemon (algorithm) less active.
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Sun introduced the ISM technique in Solaris version 2.2. However, until recently
there had been some problems with it on certain Sun servers and their configuration.
If you are using Sun Enterprise 10000 (E1000) server running Solaris version 2.6, there
could still be some issues with ISM. So please make sure there are no known issues
with your Sun server and the use of ISM for your environment. You need to start
making it a habit of checking Oracle Metalink before you implement anything of
significance on your production databases.

For Oracle versions 8.0.x and lower, the initialization parameter USE_ISM is set
to TRUE by default, and thus ISM is turned on without you having to do anything.
It is a hidden parameter (_USE_ISM) from Oracle version 8.1.3. Nonetheless, its
value still defaults to TRUE. Unless there is a problem in using ISM, do not change
this parameter. ISM is enabled by default in Solaris. If you need to disable ISM (for
any special reason) you will have to add the following lines to your /etc/system file
and reboot the server:

shmsys:ism_off=1
shsmsys:share_page_table=1

If there are no such lines in your /etc/system file, ISM is available and Oracle
will use it. However, if Oracle does not find a shared memory segment large
enough to accommodate the entire SGA, it will not use ISM. No errors or
warnings are issued with respect to this.

NOTE
Keep in mind when using ISM that the entire
SGA should be in one shared memory segment.
If that is not the case, the OS will use non-ISM
routines to manage the pages in the SGA and thus
potentially increase the level of paging on your
system, as the pages of the SGA are not locked in
memory. Although on the surface this note seems
to negate the myth for this chapter, this is a Solaris-
specific requirement and does not apply for other
flavors of UNIX.

Tuning the Paging Daemon
Prior to Solaris 2.8, the priority paging algorithm should always be enabled to
achieve optimal performance for the system’s virtual memory management. This
is because the default paging daemon does not support the complex needs of
today’s systems and has the tendency of being overactive. Secondly, an improperly
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configured paging daemon or a paging daemon that is not an optimal fit to your
environment can cause unnecessary paging on your system, leading to performance
degradation. The priority paging algorithm (which is disabled by default) can be
enabled by setting the following kernel parameters:

set fastscan=131072
set maxpgio=65536
set priority_paging=1

These settings are especially tailored for heavy-duty OLTP systems like the common
ERP systems, such as SAP, Baan, PeopleSoft, Oracle Applications, and so on. For
more information, please refer to various articles on this topic at SunWorld Online
and the Sun Blueprints repository. It is also useful to note here that this priority paging
algorithm has a new and improved successor in Solaris 2.8. The discussion of the
details of that paging is beyond the scope of this book, and we refer you to a wealth
of online information on Sun’s Web site (http://www.sun.com/).

The following table lists some of the useful commands on Sun Solaris. You can
use the man pages to obtain detail information for these commands.

Command
Name

Fully Qualified
Name Description

dmesg /usr/sbin/dmesg Although this command lists messages, it
can be used to check number of CPUs,
memory, and other hardware information.

prtconf /usr/sbin/prtconf Lists system configuration in detail.

prtdiag /Usr/platform/
<platform_name>/
sbin/prtdiag

Displays system diagnostic information.
The platform_name is the hardware
implementation name, found using the
uname -i command.

psrinfo /usr/sbin/psrinfo Displays information about the processors.

mpstat /bin/mpstat Displays per-processor statistics in a
tabular form.

sysdef /usr/sbin/sysdef Displays current system definition, listing
all the devices and kernel tunable
parameters.

swap /usr/sbin/swap With the -l option, this command will list
the status of all the swap areas.
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Tuning AIX
This is a unique flavor of UNIX invented by IBM. No kernel building and rebooting
are required in most cases when you change some of the OS-related parameters.
This is a dynamic kernel. There are no shared memory segments and semaphores
to worry about. It is all internally configured and managed. The maximum value
for shared memory segment (SHMMAX) is fixed. There were problems with some
versions of AIX that limited SGA sizes to less than 2GB. However, Oracle provided
software patches to correct the problem. Contact Oracle Support to make sure that
your version of Oracle on your version of AIX allows larger sizes for SGA.

Oracle uses its own post-wait drivers and eliminates the need to configure
semaphore-related parameters or to be concerned with their hard-coded limits.

So, what is there to tune? Read on.

Asynchronous I/O
AIX supports asynchronous I/O for raw devices as well as for journalized file systems.
Unfortunately, not many installations are aware of this or use this impressive solution
for performance gains.

For using this feature with Oracle 7.3.x, set initialization parameter USE_
ASYNCH_IO to TRUE and DB_WRITERS to 1. You should usually not set multiple
DB_WRITERS when using asynchronous I/O; just set it to 1.

For Oracle8 and up, the initialization parameter has been renamed to DISK_
ASYNCH_IO and it will default to TRUE. Set DB_WRITER_PROCESSES to 1 and do
not use DBWR_IO_SLAVES.

AIX handles asynchronous I/O requests via a separate process called the
aioserver. It is a kernel process with the name kproc. One process can service just
one request at a time. However, the number of such aioservers is configurable. The
minimum number of aioservers configured when the asynchronous I/O is enabled is
one. This can be changed using the minservers parameter in the asynchronous I/O
configuration. There is also a maximum number for the aioservers that is configured
using maxservers parameter. It defaults to 10. On system startup, a minservers'
worth of aioservers will be initiated. As the number of asynchronous I/O requests
increase, more aioservers will be activated, up to the number limited by maxservers.
However, these aioservers will not be terminated when the demand drops. The
minservers and maxservers parameters can be set using the smit command (smitty
aio) or using the chdev command as follows:

# chdev -l aio0 -a maxservers = '20'
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You can use the pstat command to see how many aioservers were used since
the last reboot, as shown here:

# pstat -a | grep aios | wc -l

You can also use the ps -k command to see the aioserver as a kernel process
kproc. But it will also show other kernel processes, if any. You need to have root
privileges to run the chdev and pstat commands.

IBM recommends using ten aioservers per independent storage device that will
be accessed simultaneously in an asynchronous fashion. However, the maximum
value for this should not exceed ten times the number of processors in the machine.
Set minservers to maxservers/2. You can then monitor how many additional
aioservers are initiated and decide if any adjusting needs to be done.

For example, if you have a server with 20 independent storage devices accessed
asynchronously, set maxservers to 200 and minservers to 100. However, if you had
only four CPUs, setting maxservers to 40 and minservers to 20 would be sufficient.
Using higher numbers for minservers and maxservers will not adversely affect
performance. They will just add more processes to the system and not get used.

You can use the lsattr -E -l aio0 command to view the configuration of
aioservers. Here is an example of the output from this command:

oracle ibmrs601 [DBPR]: lsattr -E -l aio0
minservers 25        MINIMUM number of servers                True
maxservers 100       MAXIMUM number of servers                True
maxreqs    4096      Maximum number of REQUESTS               True
kprocprio  39        Server PRIORITY                          True
autoconfig available STATE to be configured at system restart True
fastpath   enable    State of fast path                       True
oracle ibmrs601 [DBPR]:

The maxreqs parameter limits the number of concurrent asynchronous I/O
requests. The value displayed is the default. IBM recommends to at least double this
value when using asynchronous I/O with Oracle8i and JFS file systems. The kprocprio
parameter sets the default priority for the kernel processes for asynchronous I/O. If
the volume of asynchronous I/O requests is high, you may increase the priority for
these processes.

At the time of writing this chapter, AIX did not provide any facility to gauge the
volume of such asynchronous I/O requests. However, IBM Support can supply you
with an unsupported command program, aiostat, that can show you the number of
such asynchronous I/O requests. This command, when run with a sampling interval
in seconds (just like iostat), will keep displaying the request count until you terminate
it. The following is an output from aiostat when we monitored the asynchronous I/O
requests for deleting rows from a table. The samples were taken every second.
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# aiostat 1
AIO requestcount: 0
AIO requestcount: 0
AIO requestcount: 22
AIO requestcount: 61
AIO requestcount: 52
AIO requestcount: 80
AIO requestcount: 64
AIO requestcount: 5
AIO requestcount: 0

If you are using or planning to use asynchronous I/O on AIX, we recommend
that you acquire aiostat from IBM Support. It is a helpful tool to monitor asynchronous
I/O on your system. However, you will need root privileges to run it. We have
already mentioned several times that you need to work closely with your system
administrator when it comes to OS tuning and monitoring. Now you know why!

Using asynchronous I/O will boost performance if configured optimally. Given
that the risk associated with this is very low, you can use it for your databases
running on AIX. You will be glad you did!

Locking the SGA in Memory
In AIX version 4.3.3 and up, pages in shared memory can be pinned by the Virtual
Memory Manager (VMM). To support that, the v_pinshm parameter must be set to 1,
and applications must request shared memory segments with a “pin” flag turned on.
From Oracle 8.1.5, specifying LOCK_SGA = TRUE in the init.ora file will turn on the
“pin” flag while acquiring shared memory segments for the SGA. Locking SGA in
shared memory will cause the paging algorithm to ignore the SGA during its normal
paging process. This will help improve performance of the database as well as reduce
overhead at the system level to manage paging. However, it will reduce available
memory for other processes. It is likely that performance of those processes will suffer
if they need more memory than what is available in the free pool.

To set the v_pinshm parameter, use the following command:

# /usr/examples/kernel/vmtune -S 1

You will need to run the preceding command during the machine startup process
and before starting the database, since values set by vmtune get reset during a reboot.

NOTE
AIX versions 4.3.2 and below do not support the
v_pinshm (-S) option with the vmtune command, so
locking SGA in physical memory is not available.
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Tuning the Paging Daemon
Paging is the process of recycling through the least recently used end of the list of
memory pages to facilitate optimal use of those memory pages. Excessive paging is
usually an indication of memory starvation on a system and is normally caused by
tuning efforts that over-allocate memory to various components of Oracle. On a
database server, excessive paging or swapping is bad news. Performance degrades
significantly when there is excessive paging. When the paging increases to alarming
levels, AIX may even begin swapping as well. You can use the AIX command lsps to
list current paging information. The following is an example showing this command
with two options: -s to get a summarized output; and -a to list detail information
about paging space, allocated and used space, and so on.

oracle ibmrs601 [DBPR]: lsps -s
Total Paging Space Percent Used

3024MB 1%

oracle ibmrs601 [DBPR]: lsps -a
Page Space Physical Volume Volume Group Size %Used Active Auto Type
paging00 hdisk35 mdsvg 1000MB 1 yes yes lv
paging02 hdisk3 oemvg 1000MB 1 yes yes lv
hd6 hdisk48 rootvg 1024MB 1 yes yes lv

AIX uses real memory to save file pages that were recently read or written to.
If requests are made for those pages before the pages are reassigned, it minimizes
physical I/O required to fetch that information from disk. The real memory also has
computational pages (program text, buffers, or processes). AIX uses an internal
algorithm to determine which type of pages to page out. It is controlled by two
parameters, minperm and maxperm. The supplied utility vmtune can limit the
amount of real memory AIX uses for file pages by manipulating minperm (-p) and
maxperm (-P). The maxperm default value is 80 percent, and the minperm default
value is 20 percent of real memory.

Oracle keeps the data in its buffer cache in the SGA once it is read from the data
file. There is no need to rely on the file pages (or cache) for this data for subsequent
access, thus, reducing the amount of memory used for the file cache. The following
example shows the use of the vmtune command to change minperm (-p) and
maxperm (-P):

# /usr/examples/kernel/vmtune -p 15 -P 50
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This will affect the paging algorithm and reduce paging. It is safe to reduce
maxperm value for most AIX systems running Oracle database servers. One more thing
to remember: changes to the values of these parameters using vmtune remain in effect
until the next machine reboot. Following the reboot, the parameters will assume
their default values until changed again. For this reason, it is advisable to include the
preceding command in the scripts that run at reboot time. It can be made part of the
/etc/inittab file.

The vmtune utility is installed in the directory /usr/examples/kernel. It is a
licensed program product.

Running the vmtune command without any options shows the following display:

# /usr/examples/kernel/vmtune
vmtune:  current values:

-p       -P       -r          -R        -f      -F      -N
minperm  maxperm minpgahead maxpgahead minfree maxfree pd_npages

183293   458746      2          8       120     128    524288

-W         -M      -w      -k      -c        -b         -B
maxrandwrt maxpin npswarn npskill numclust numfsbufs hd_pbuf_cnt

0       733995   24192    6048       1      93        993

-u          -l      -d          -s               -n
lvm_bufcnt lrubucket defps -hsync_release_ilock nokilluid

9       131072      1         0               0

-S        -L            -g          -
v_pinshm lgpg_regions lgpg_size strict_maxperm

0          0            0          0
number of valid memory pages = 917493  maxperm=50.0% of real memory
maximum pinable=80.0% of real memory   minperm=20.0% of real memory
number of file memory pages = 700018   numperm=76.3% of real memory

In this example (the output is formatted), the minperm and maxperm are set to
20 and 50 percent, respectively. Other lines show the various options, parameter
names, and their values. Please refer to the man pages of AIX for this. Note the
option -S with v_pinshm as the parameter name with value 0. Can you guess
what this does for you? We discussed this in the previous section.

The next table lists some of the useful commands on AIX. You can use the man
pages to obtain detail information for these commands, as most of these need
various options or flags to run.
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Command
Name

Fully Qualified
Name Description

chdev /usr/sbin/chdev Changes device characteristics. Needs root
privileges to run it.

lsattr /usr/sbin/lsattr Displays information about the attributes of
a given device or a type of device.

lsdev /usr/sbin/lsdev Displays information about the devices.

lsps /usr/sbin/lsps Displays information about the paging spaces.

lslpp /bin/lslpp Displays information about installed software
and patches.

pstat /usr/sbin/pstat Displays information from various system
tables. With the -a flag, it shows information
from the processes table. Useful to list kernel
processes such as the asynchronous I/O
servers. Needs root privileges to run.

vmtune /usr/samples/kern
el/vmtune

Modifies VMM parameters to control the
behavior of the memory-management
subsystem. Needs root privileges to run.

Tuning HP-UX
On HP-UX, there are more kernel parameters to tune than on other operating systems.
In almost all cases, kernel rebuilding and rebooting of the server is required. Further,
some patches are required for the OS to conform to the requirements of Oracle. We
would like to mention that, as a DBA for databases running under HP-UX, you should
be aware of the OS patches that your SA installs. It is your responsibility
to keep a close tab on which patches get installed and whether they violate any
requirements of the version of Oracle on your system. Sometimes these patches may
need additional patchwork to keep Oracle running without any problems. We have
experienced this on a few occasions, so be cognizant of all patches applied to the OS.
You will be the one called upon when things fail, even if the database is not at fault.

On HP-UX, you will need to check and tune the kernel parameters for shared
memory and semaphores. To make changes to kernel parameters, the HP-provided
menu-driven tool could be used. It is called sam (System Administration Manager).
You need root privileges to use sam. If you are not the SA (in addition to being a
DBA, that is), it is best to let the SA deal with this. However, you can use other OS
commands to check values for all kernel parameters without root access to make
sure you are getting the kernel configured the way you want. The command sysdef
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displays all relevant system information. You can redirect the output to a file and
then search for an interested kernel parameter to check its value.

On version 11.0, you can use a niftier command, kmtune (does not require root
privilege to query and list kernel parameters). You may have to specify the full path,
/usr/sbin/kmtune, if /usr/sbin is not in your PATH environment variable. It can also be
used to modify values of kernel parameters (as root), so use the necessary caution.
With the kmtune command you can list the value for a particular kernel parameter
rather than listing all of them as sysdef does, so it can come in very handy. You may
want to read the manual pages for these commands for more information. The
following example shows how to query the value for semmns in a short form and in
long form using the kmtune command. The -q option is to query and the -l option is
for the long listing. We like the long format, as it displays the default, current, and
minimum values for the kernel parameter.

prodhp[oracle]% /usr/sbin/kmtune -q semmns
Parameter            Value
=================================================================
semmns               2048
prodhp[oracle]% /usr/sbin/kmtune -l -q semmns
Parameter:      semmns
Value:          2048
Default:        128
Minimum:        -
Module:         -

There are a few very specific kernel parameters to tune to improve performance
of the HP-UX system. We will discuss those in the following sections.

Asynchronous I/O
HP-UX supports asynchronous I/O only with raw devices. If you are using raw
devices for your database files, you may want to consider using asynchronous I/O.
You will have to configure the asynchronous I/O driver into the kernel of HP-UX
operating system using the sam utility.

The Oracle8i Administrator’s Reference Guide for HP-UX lists all the steps that
you can follow to implement asynchronous I/O for HP-UX systems. Please refer to
this guide for further details.

Locking the SGA in Memory
HP-UX supports locking or pinning shared memory segments in the physical memory.
A process requests such locking via a shared memory control operation with a specific
option. A special privilege, MLOCK, must be granted to the group of the owner of the
process requesting such operation. For Oracle, the database startup process, (usually
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owned by user oracle with group dba) would request such an operation. To achieve
this, you need to add an entry to the file /etc/privgroup:

dba MLOCK

If the file /etc/privgroup does not exist, you will need to create it. Next, execute
the command setprivgrp -f /etc/privgroup to grant listed privileges to the groups
in the /etc/privgroup file. These privileges are reassigned to the listed groups during
the boot process. The OS runs a script, /sbin/init.d/set_priv, during its startup process.
This script executes the same command. All you need to do now is to set the Oracle
initialization parameter LOCK_SGA to TRUE, which should complete the setup for
using this feature. Upon restarting the database, the SGA will be locked in memory
and will not be considered by the paging daemon for normal paging operations.

However, while this technique improves performance of your database, it will
limit the available memory to other processes. So it is your responsibility to ensure
that performance of other processes is not affected. You should do your homework
by asking questions such as how much memory is configured on the system, how
much is allocated for Oracle, how much is needed for the user processes, and so on.

Tuning the File System Buffer Cache
On HP-UX 10.x and above, the OS can and will use up to 50 percent of the real
memory for its file system buffer cache (default setting). This cache holds blocks of
data while it is transferred from disk to memory and from memory to disk. In the
older versions of HP-UX (9.x and 10.x) the kernel parameter bufpages specified how
many 4096-byte memory pages were allocated for the file system buffer cache. This
sets the upper limit for that cache. It was a static cache.

However, in HP-UX 10.x, it was recommended by Hewlett-Packard to set
bufpages to 0, thus enabling a dynamic buffer cache. The dynamic nature allowed
HP-UX to acquire up to 50 percent of the memory for the buffer cache. Two new
kernel parameters, dbc_max_pct and dbc_min_pct, control the amount of real
memory allocated to the buffer cache. dbc_max_pct sets the upper limit to which
the buffer cache is allowed to grow. It defaults to 50 percent of the real memory.
dbc_min_pct defaults to 5 percent of the real memory.

When the system load (in this case, demand for block I/O) reaches high levels,
the OS will blissfully continue to increase the file system buffer cache to the maximum
size allowed by dbc_max_pct. However (in theory), when there is demand for process
space memory, the OS is supposed to shrink the buffer cache and allocate buffer cache
memory pages to the process memory.

But if the demand for block I/O stays high, it will try to do the opposite, deallocating
memory pages from process memory to allocate to buffer cache. This will create
performance problems and it will most likely be reported as page outs (po) by the
vmstat command and as %sys by the sar command as the activity on the system
increases. If the memory requirements on the system further increase, the OS will

P:\010Comp\Oracle8\145-4\ch12.vp
Wednesday, July 11, 2001 4:04:53 PM

Color profile: Generic CMYK printer profile
Composite  Default screen



Chapter 12: Operating System Tuning 335

ORACLE Series / Oracle Performance Tuning 101 / Vaidyanatha & Kostelac Jr. / 3145-4 / Chapter 12
Blind Folio 12:335

start what is called “process deactivation,” which in OS layperson terms means
swapping. Intensive paging and/or swapping can and will add more overhead on
your system, and overall system performance will degrade.

To solve this problem, you should consider tuning the file system buffer cache
to a lower value. The idea is to have a value for dbc_max_pct low enough to have
some buffer cache, leaving enough for process memory. We suggest you start with a
value of 15 for dbc_max_pct and a value of 2 for dbc_min_pct. Oracle recommends
adjusting dbc_max_pct to have less than or equal to 128MB for the buffer cache.
After changing these parameters to the suggested values, it is prudent to monitor the
system for paging and I/O bottlenecks and tune these parameters as required.
Realize that if your Oracle database is supported by raw devices or is configured to
use direct I/O, you should make all effort to shrink down your file system buffer
cache, as it is no longer used by Oracle.

If you use the HP OnlineJFS product for your journalized file systems (VxFS),
you can avoid the use of the file system buffer cache. You can use the option
mincache=direct while mounting a particular file system. Data that is read from
or written to journalized file systems will bypass the file system buffer cache. Also
investigate the use of the convosync mount option in conjuction with mincache. So
get friendly with your system administrator and experiment with your test databases
first to find out what works for you. Remember, we said experiment with your test
databases first!

Tuning Process Management
HP-UX allocates each process a certain amount of process space in the memory
called virtual address space. Each address space is further divided into four
segments: text, data, stack, and shared memory. The test segment contains the
instructions for the process. The size of this segment is configurable by the kernel
parameter maxtsiz. The data segment contains the process’s data, data structures,
the heap, user stack, and so on. The process can dynamically grow its heap size.
The kernel parameter maxdsiz controls the amount of heap size per process. The
stack segment is used for local variables, among others. The stack space is
controlled by the kernel parameter maxssiz.

NOTE
That the kernel parameter names we are using in
this section refer to a 32-bit processor. For a 64-bit
processor, the parameter names are maxtsiz_64bit,
maxdsiz_64bit, and maxssiz_64bit. Use appropriate
parameter names when configuring the kernel.
In addition, the default and maximum values
of these parameters for a 32-bit processor and
64-bit processor will differ. Refer to the HP-UX
documentation for additional information.
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The default value for the data segment size, maxdsiz, is 64MB, which can be too
small for many applications. If a process exceeds maxdsiz, it will terminate with a
memory fault error producing a core dump. HP and Oracle recommend that maxdsiz
should be set to its maximum value of 1.9GB.

The default value for the stack segment, maxssiz, is 8MB. HP recommends that
this value be set to 79MB.

The default value for the text segment, maxtsiz, is 4MB. HP recommends that
this value be set to 1024MB.

The following table lists some of the useful commands on HP-UX 11.0. You can
use the man pages to obtain detail information for these commands.

Command
Name

Fully Qualified
Name Description

getprivgrp /usr/bin/getprivgrp Lists the special attributes set for groups
using the setprivgrp command.

glance /opt/perf/bin/glance Starts GlancePlus, the online
performance monitor. The path name
can change depending on your
installation. It is a licensed product.
Motif version of the performance
monitor can be started with the gpm
command.

kmtune /usr/sbin/kmtune With no options or flags, displays all
system parameters including tunable
kernel parameters.

setprivgrp /usr/bin/setprivgrp Sets special attributes for groups, such
as MLOCK, to enable the dba group to
lock SGA in the memory.

swapinfo /usr/sbin/swapinfo Displays information about file system
paging space. Needs root privileges
to run.

sysdef /usr/sbin/sysdef Displays system definition, including
tunable kernel parameters.

top /usr/bin/top Displays and updates in real time,
information about the top processes in
the system. Uses the raw CPU
percentage to rank the processes.

That concludes our trip in the UNIX world. Windows NT, here we come.
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Tuning Windows NT
The Oracle architecture on Windows NT differs from the one on UNIX. On UNIX, you
can see all the individual background processes related to an Oracle instance with its
own process ID number. All these processes attach to the shared memory where the
SGA resides. Each process is responsible for its own assigned task. The Windows NT
architecture provides multithreading capability to a single process to perform many
different tasks essentially at the same time. This thread-based architecture allows
Oracle to run as a single executable program, while each background process runs as
a thread within the single Oracle executable. All new user connections create a new
thread within the single Oracle process. All the threads share the same code, memory
space, and other data structures. This makes Oracle implementation rather simple. It
also has a low overhead in managing the SGA, as there are no shared memory segments
to acquire or release. In addition, it is faster to create threads for user connections than
creating dedicated processes for them.

However, there are some drawbacks to this approach. The problem is that it is
somewhat difficult to identify each thread that is running in the Oracle process.
Thus, it is not very easy to identify a process to cancel it or find out
what OS resource it is using. Secondly, since all the threads use the same memory
space, available free memory can become an issue. This is particularly true during
sort operations.

Tuning Windows NT involves making more resources available to applications
by removing unused components and not running any unnecessary programs on
the database server. Generally, a Windows NT server that is used as an Oracle
database server should not act as a file or a print server, a router, a remote access
server (RAS), or a domain name server/controller. These services take up resources
such as network bandwidth, memory, and CPU, which can be better utilized for
database activities. The following sections illustrate the tuning opportunities for
Oracle running on Windows NT.

Increasing Windows NT’s Usable Memory
Windows NT is a 32-bit operating system and so the maximum addressable memory
in this environment is 4GB. Earlier versions of Windows NT (before Windows NT 4.0)
reserved 2GB of memory for its own use and allowed only 2GB for applications.
Windows NT 4.0 Enterprise Edition has a feature called 4GB RAM Tuning (4GT). This
feature makes it possible for applications to use up to 3GB of memory space. This
increase in available memory space will allow larger SGA sizes or more connections
to the database. To enable this feature, you will have to add the “/3GB” switch to the
operating system startup line in the boot.ini file. However, this procedure is available
only for Windows NT running on Intel processors. shown next is an example of how
to do this.
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[boot loader]
timeout=30
default=multi(0)disk(0)rdisk(0)partition(2)\WINNT
[operating systems] multi(0)disk(0)rdisk(0)partition(2)\WINNT="Windows NT

Server Version 4.00"/3GB
multi(0)disk(0)rdisk(0)partition(2)\WINNT="Windows NT Server Version 4.00

[VGA mode]" /basevideo /sos

Reducing the Priority of
Foreground Applications
The Oracle process on Windows NT runs as a service, not as a program. This allows
Oracle databases to start upon machine reboot without any user intervention. All
Windows NT services are background processes. By default, the Windows NT
server provides more boost or higher priority to foreground processes. Since the
Oracle process is not a foreground process, you should change the default setting
to provide more boost to background processes. Here are the steps to achieve this:

1. Double-click the System icon from Control Panel under the Settings menu.

2. Click the Performance tab.

3. In the Application Performance box, move the slider to None.

4. Click OK.

5. Close Control Panel.

Removing Unused Network Protocols
and Resetting the Bind Order
Windows NT supports more than one type of network protocol, and it is definitely
possible that there is more than one installed on your system. Oracle normally uses
TCP/IP on Windows NT. If other protocols are installed and are not used by the
Windows NT server, there is no need to keep them. You can safely remove them to
save processing time for required protocols. The steps to remove unused network
protocols are as follows:

1. Select Settings | Control Panel.

2. Double-click the Network icon.

3. Click the Protocols tab.

4. Click the first unused protocol in the Network Protocol display window.

5. Click Remove.
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6. Click Yes to confirm your action.

7. Repeat steps 3 through 5 for each unused network protocol.

8. Click OK to exit.

9. Close Control Panel.

If you do need to have more than one protocol, you can adjust the bind order
so that the protocol used by Oracle is given highest priority. If the server is configured
with multiple network interface cards, make sure the one used for Oracle processes
is at the top of the list for each protocol. Here are the steps to do this:

1. Select Settings | Control Panel.

2. Double-click the Network icon.

3. Click the Bindings tab.

4. Select all services from the Show Bindings For window.

5. Double-click the Server to list current protocols.

6. Click the protocol used by Oracle if it is not at the top of the list already.

7. Click the Move Up button until the selected protocol is at the top of the list.

8. Double click on the protocol to expand it.

9. Move the network card that is used mostly by Oracle to the top of the list
for each of the protocols.

10. Click OK to exit.

11. Close Control Panel.

Configuring Windows NT as a Database Server
By default, the Windows NT server is set up to act as a file and print server. Therefore,
the file cache is allocated more memory as compared to the system kernel and other
services. However, when you want to use this server as a database server with an
Oracle database running on it, there is really no need to have such a large file cache,
as Oracle caches its data in the SGA. You can reduce the file cache and make more
memory available to the Oracle database process. Follow these steps to change the
default behavior of the Windows NT server:

1. Select Settings | Control Panel.

2. Double-click the Network icon.
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3. Click the Services tab.

4. Double-click on Server in the Network Services window.

5. Select Maximize Throughput For Network Applications in the Server dialog box.

6. Click OK in the Server dialog box.

7. Click OK in the Network dialog box.

8. Close Control Panel.

9. Reboot the server.

Configuring “No Windows Dressing”
Say what? Refrain yourself from setting up fancy graphics-laden wallpapers and
nifty-looking screensavers. There is no need for these eye-catching distractions
for a database server terminal. These things can consume a significant amount of
memory and CPU resources. If a screensaver is a requirement, choose a blank screen.
Otherwise, you can either lock the workstation or turn off the terminal when it is not
needed. Saved resources can be used by various components of your Oracle database.

What Is Startup Starting?
You may also want to check the startup folder, as it may contain foreground
applications that are not required to operate the server as a database server.
We suggest you remove all such applications from this folder. The memory
these applications use can be made available to the Oracle database to improve
its performance.

Tuning Virtual Memory and the Paging File
Windows NT uses virtual memory just like many other operating systems. The
management of virtual memory is done using equal-sized memory pages. The
paged-out data is written to a file called pagefile.sys. It usually resides on the
system partition, typically the infamous C drive. To avoid I/O contention, do not
use this disk drive to store any database files. Also make sure you have an adequate
amount of paging space allocated to the page file. In general, keep the size to at
least the amount of RAM you have configured for your system. Follow these steps
to review the default values for the page file size and to make changes to the
minimum and maximum size:

1. Select Settings | Control Panel.

2. Double-click the System icon.

3. Click the Performance tab.
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4. In the Virtual Memory dialog box, click Change.

5. In the Virtual Memory dialog box, change the Initial Size and Maximum
Size under the Paging File Size for Selected Drive area (you can go ahead
and set both values to be the same).

6. Click Set.

7. Click OK to close the Virtual Memory dialog box.

8. Click OK to close the System Properties dialog box.

9. Close Control Panel.

Microsoft Corporation periodically releases service packs that contain patches
to known bugs and some product enhancements. In the past, applying the service
packs to the database server was not always a positive experience for many DBAs
and Windows NT administrators. Please check with Oracle Support to make sure
the new service pack is certified for your hardware platform and works with your
version of Oracle. If it is approved and certified, applying it may help improve
your server’s performance and may provide some new functions that can be of
some help to you.

In a Nutshell
Instead of concentrating on tuning OS to accommodate the entire SGA in the
shared memory— with a couple of exceptions, as noted at the beginning of this
chapter—we feel you should pay more attention to other areas. These include
activities such as making sure your system has adequate memory for the number
of CPUs, the databases do not consume inordinate amount of available physical
memory to cause paging and swapping, the kernel parameters for the OS are set
at proper values, and so on. Addressing these areas in an effective manner will
bring about the performance improvement you are looking for. You will need to
understand what features Oracle supports on your OS platforms. It is your job to
test those and make sure they work as advertised. You should know how to use
certain OS commands and available tools to monitor CPU, memory utilization,
and I/O throughput.

On UNIX, you need to know how Oracle uses shared memory and semaphores
to manage interprocess communications and all the related kernel parameters.
Implementation of these resources is OS specific. In addition, there are very
specific areas with various operating systems that you can explore to improve the
performance of your database. Some support asynchronous I/O with file systems,
while others make it easy to lock the entire SGA in the memory. Some allow
you to control the paging algorithm, while others allow you to modify process
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management. On Windows NT, there are a number of areas to address to improve
the performance of not only the database, but also of the Windows NT server as
such. The more you know about the OS and how Oracle uses its resources, there
is no doubt in our minds that you will be the most popular DBA around when it
comes to performance tuning at OS level! Oh, one more thing: if you haven’t
already done so, please sign up for one or more beginner system administrator
classes on your OS platform where you run Oracle so that you get more in-depth
knowledge about your OS. In the long run, it will make you a better DBA. Trust us,
we have done exactly that.

342 Oracle Performance Tuning 101

ORACLE Series / Oracle Performance Tuning 101 / Vaidyanatha & Kostelac Jr. / 3145-4 / Chapter 12
Blind Folio 12:342

P:\010Comp\Oracle8\145-4\ch12.vp
Sunday, May 13, 2001 6:11:52 PM

Color profile: Generic CMYK printer profile
Composite  Default screen



Online, you'll find:

• FREE code for selected books

• FREE sample chapters

• Complete online Oracle Press catalog

• Details on new and upcoming 

Oracle Press titles

• Special offers and discounts

• Enter-to-win contests

• News and press information

• Information about our expert authors

• Details on how to write for Oracle Press

• And much more!

From a full selection of titles focusing

on Oracle’s core database products to

our in-depth coverage of emerging

applications, Web development tools,

and e-Business initiatives, Oracle Press

continues to provide essential resources

for every Oracle professional. For a

complete list of Oracle Press titles—

from the exclusive publishers of 

Oracle Press books—and other valuable

resources, go to

OraclePressBooks.com.

Get the most complete information on

Oracle's #1 line of e-Business and database

technologies at OraclePressBooks.com

Expert authors, cutting-edge coverage, the latest

releases…find it all at OraclePressBooks.com

ORIGINAL •  AUTHENTIC

O N LY  F R O M  O S B O R N E

O R A C L E  P R E S S T M— E X C L U S I V E LY  F R O M  M c G R AW- H I L L / O S B O R N E  

1002


	copyright:    Copyright © 2001 by The McGraw-Hill Companies. All rights reserved. Printed in the United States of America. Except as permitted under the    Copyright Act of 1976, no part of this publication may be reproduced or distributed in any form or by any means, or stored in a database or retrieval    system, without the prior written permission of the publisher, with the exception that the program listings may be entered, stored, and executed in a    computer system, but they may not be reproduced for publication.   Oracle is a registered trademark of Oracle Corporation and/or its affiliates.   Screen displays of copyrighted Oracle software programs have been reproduced herein with the permission of Oracle Corporation and/or its affiliates.   Information has been obtained by Publisher from sources believed to be reliable. However, because of the possibility of human or mechanical error    by our sources, Publisher, or others, Publisher does not guarantee to the accuracy, adequacy, or completeness of any information included in this    work and is not responsible for any errors or omissions or the results obtained from the use of such information.   Oracle Corporation does not make any representations or warranties as to the accuracy, adequacy, or completeness of any information contained in    this Work, and is not responsible for any errors or omissions.


